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Abstract

Purpose: This research aims to detect clickbaits on Nepali news. Clickbaits are frequently existing in online
Nepali digital media. Media house put catchy headlines which, in most of the cases, appears significantly different
from the actual content inside it. They embellish the truth to entice readers to click on it.

Methods: A Machine learning model with Dense Neural Network (DNN) is imposed to train and test on the
Nepali clickbait dataset. The model takes a featured dataset with cosine similarity and Term Frequency Inverse
Document Frequency (TFIDF) to detect clickbaits and non-clickbaits.

Results: Our model achieved a high performance, evidenced by an F1 score of 96.27 on the test data with cross
validation, demonstrating its effectiveness in distinguishing between clickbait and non-clickbait content.
Conclusin: Our study presents a successful application fo dense neural networks for clickbait detection in Nepali
news, offering a valuable tool for improving news consumption quality. Future works will explore expanding the
dataset and incorporating more advanced neural networks.
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1 Introduction

In the course of advancement of the Internet, web technologies are also advanced day by day (Bhadani & Joth-
imani, 2017). Transformation of print media to digital media did not remain untouched with this revolution.
Online media such as websites, blogs and social media provide a quick delivery of news and information to people
who desire to access through digital media (Zuhroh & Rakhmawati, 2019). The ease of low-cost access and
low-cost publication makes online news portal take its place over the printed news (Kalombe & Phiri, 2019).

Due to competitive environment in the media houses, clickbaits are used to attract a greater number of readers
and increase the rank of the website (Kaushal & Vemuri, 2021). We can find several clickbaits in Nepali news
portals, blogs and social sites. Clickbaits are “articles on the Internet with content whose primary purpose is
to attract attention and encourage visitors to click on a link to a particular webpage” (Zimdars, 2016). “A
clickbait is usually a headline designed to make readers want to click on hyperlinks especially when the links lead
to the content of dubious value or interest” (Merriam-Webster, n.d.). But these clickbaits dissatisfy the users if
contents, inside it, are beyond their expectation. This annoys users and waste their time. As a result, identifying
clickbait headlines ahead of time would better assist readers in deciding which news items to consume. This
helps to reduce the chance of going through unwanted information and save time (Jung et al., 2022).

Applying natural language processing (NLP) to Nepali language is quite difficult. Nepali language is very rich
grammar and exceptional cases. Finding the base form of Nepali words is bit challenging. This makes complexity
in measuring the similarity between news pairs. This paper aims to detect such misleading news headline that is in
contrast to its corresponding news body. We propose a dense neural network that learns the textual relationship
between the news headline and news body. Our models were trained and tested on Nepali news dataset by Dam
et al. (2021) which performed fairly well.

Related works

There has been a lot of research works carried out for detecting clickbaits (Zuhroh & Rakhmawati, 2019). Some
researchers conducted their research just on news headline dataset (Manjesh et al., 2017), while some other took
pairs of news headline and news body dataset (Yoon et al., 2018). Different methods of machine learning such
as Logistic Regression, Naive Bayes, and Random Forest were used by Potthast et al. (2016) with a special
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emphasis on Twitter network. Chakraborty et al. (2016), used characteristics of sentence form, n-grams, Part
of Speech (POS) and special words to identify clickbaits. Framework using Natural Language Processing (NLP)
based on semantics and syntactics could be used for identification and classification of news stories as clickbait
or non-clickbait (Manjesh et al., 2017).

Cao et al. (2017) used several clickbait features to perform detection of clickbait posts on social media using Ran-
dom Forest (RF) classifier. Adelson et al. (2018) included TFIDF scores and pre-trained Gobal Vectors (GloVe)
for word embedding and to extract baseline features. A Clickbait Convolutional Neural Network (CBCNN) model
was utilized as word-embedding structure (Zheng et al., 2018). This structure took account of type-related word
sense. Deep learning architectures: DNN, Convolutional Neural Network (CNN) and Recurrent Neural Network
(RNN) was applied to solve the problem of detecting fake news (Thota et al., 2018). Unlike other previous work
of binary classification, four stances: Agree, Discuss, Disagree and Unrelated for clickbait detection were intro-
duced. Deep hierarchical models were proposed to detect incongruity in news-headline and news-body (Yoon et
al., 2018).

Classical machine learning approaches were used by Dam et al. (2021) to identify clickbaits on Nepali news using
cosine-similarity and TFIDF.

2 Methodology

System model, demonstrated in figure 1, shows different processes that consist of many closely related activities.
The first phase involved the construction of dataset. The next phases involved data preprocessing and extraction
of features from the dataset. The featured dataset was then split into training and testing dataset. A 10-fold cross-
fold validation technique was applied to the training dataset to train the system model (Berrar, 2019). Finally,
the testing dataset was used to test and evaluate our model. The obtained result evaluates the performance of
the model.
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Figure 1: Workflow of clickbait detection process

2.1 Dataset

This research work used the dataset collected manually from various Nepali news portals by Dam et al (2021).
The dataset consisted of 10K pairs of news pairs of title and body where 4000 were labeled as “Clickbaits” and
6000 labeled as “Non-clickbaits”.

2.2 System Architecture

To build automated machine learning model on text data, textual data need to be cleaned and converted into
machine readable format. For the very purpose, NLP was applied to clean textual data by removing punctuation,
English characters and digits, Nepali digits, stopwords and stemming them. In order to perform analysis on text,
raw texts were converted into numeric form. TFIDF was used for word to vector representation. These TFIDF

Jagriti-An Official Journal of Gandaki University 59



JOJGU 2024,1(1): 58-65

vectors of news headline-body pair and cosine similarity were input to our model which predicts the output and
classifies as Clickbait or Non-clickbait. Figure 3 shows our high-level system architecture for clickbait detection.
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Figure 2: Clikcbait-NonClickbait Dataset and its attributes
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Figure 3: High-level system architecture

2.3 Data Preprocessing

Data preprocessing is an essential step in building a machine learning model. It is an initial task that is performed
to clean the data for better accuracy and better performance. The results are seen depending on how well the
data have been preprocessed. Data preprocessing was applied to both news headlines and their news body (Yoon
et al., 2018). Preprocessing of the dataset involved the phases as shown in figure 4. Various punctuations like
comma, full stops, apostrophes, hyphen, single quotes, double quotes, question mark, exclamation sign, asterisk,
parenthesis, braces and many other special characters were removed and replaced with a blank (or white) space.
Since English characters and words have very less significance in this research, they were removed out. All Nepali
digits were replaced with their corresponding word form. The words were split and then stemmed by removing
prefixes and suffixes to get their root form (Bal & Shrestha, 2004). Finally, stopwords listed in the Natural
Language Toolkit (NLTK) were removed out from the text.
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2.4 Word to Vector Representation

Words needs to be converted into numeric form so that it can be implemented for Machine Learning (ML). Here,
TFIDF vectorizer were utilized to express the words in the form of vectors. This TFIDF transforms text to
a meaningful numerical representation. TFIDF is a metric that describes the value of a word to a document
compared to the whole vocabulary (Chowdhury, 2010). Mathematically:

TFIDF (w) = TF(w) x IDF(w) (1)

Where, TF is Term Frequency and IDF is Inverse Document Frequency.
Cosine similarity is another metric used to create featured dataset.
Cosine similarity cos(f) is expressed as:

A-B
= TATBI (2)
Al Bl
where, A is vector of TFIDF of news-title and B is vector of TFIDF of news-body.
It computes cosine angle between two vectors (Schutze et al., 2008). Two exactly same documents have a value

of 1 and two entirely different documents have a value of §. Other in-between values show intermediate similarity
(Singhal, 2001).

cos(0)

2.5 Algorithms

The system model imposes Dense Neural Network (DNN), illustrated in figure 5, which is interconnected with
fully linked neurons in a network layer. Each neuron in every layer received an input from every neuron in
preceding layer and provided learning features from previous layer. The input layer received TFIDF vector of
news title, TFIDF vector of news body and cosine similarity of each pair. The output layer produced 0 or 1 (i.e.
clickbaits or non-clickbaits). The first three layers were provided with Rectified Linear Unit (ReLU) activation
function and the output layer with Softmax. The model used Adaptive Moment Estimation (Adam) as optimizer
and Binary Cross-entropy (BC) as loss function. Table 1 shows the detail of DNN model.
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Figure 5: Layers and activation function in our dense neural network

3 Results

Figures 6 shows the accuracy plot for cross-validation with DNN model. Figure 7 show the confusion matrix of
DNN model with testing dataset. Tables 2 and 3 show the accuracy, precision, recall and F1-score at 70:30 and
80:20 dataset split into training and testing dataset for SVM, RF and DNN model.
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Table 1: Detailed components and parameters in our dense neural network

Hyperparameters Value
No. of layers 4 4
Input layer activation function ReLU
Hidden layer activation function | ReLU
Output layer activation function | Softmax
Optimizer Adam
Loss function BC
No. of epochs 25
Batch size 50
Model accuracy-DNN
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Figure 6: Accuracy plot with DNN

Table 2: Performance of models on test dataset at 70:30 data-split

Table 3: Performance of models on test dataset at 80:20 data-split

Model | Accuracy | Precision | Recall | F1-Score
DNN 95.30 95.33 94.93 95.12
SVM | 95.03 95.16 94.56 | 94.83
RF 94.93 94.92 94.59 | 94.73

Model | Accuracy | Precision | Recall | F1-Score
DNN | 96.40 96.46 96.11 | 96.27
SVM | 95.15 95.22 94.76 | 94.97
RF 94.35 94.35 94.35 | 94.33
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Confusion Matrix for DNN with Testdata
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Figure 7: Confusion matrix for Test dataset with DNN

4 Discussion

Two experiments were conducted in this research. The first experiment was to compare the proposed model with
the results obtained with other classical methods such as SVM and RF Classifier by Dam et al (2021). A 10-fold
cross validation technique was used to validate our dataset (Berrar, 2019). The second experiment was to find
the best performance of our model as compared to baseline model by Thota et al. (2018).

4.1 Comparison with classical model

The results show that DNN model achieved an Fl-score of 96.27 on testing dataset at 80:20 train-test split.
Figure 8 shows that DNN performed better than the classical model (Dam et al., 2021) in terms of the metrics:
accuracy, precision, recall and F'l-score.
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Figure 8: Model comparison between SVM, RF and DNN at 80:20 data-split

4.2 Comparison with baseline model

Table 4 shows the comparison with baseline model of Thota et al. (2018). Their dataset was split into train and
test at 67:33 ratio. Train dataset was further split into train and validation at 80:20. A 3-fold cross-validation
was applied for all experiments by Thota et al. (2018). Their methodology used DNN fed with TFIDF and
cosine similarity into the model. Compared to result obtained by Thota et al. (2018), our model achieved better
accuracy with a lead of 2.19 %. However, as shown in figure 7, few misclassifications were observed. This was
because of TFIDF vectors not being able to recognize ambiguous words that have several meanings.
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Table 4: Baseline performance of proposed model
Models Accuracy
Thota-TFIDF-DNN | 94.21

DNN 96.40

5 Conclusion

Nepalese media are gradually using clickbaits and this is an increasing phenomenon. News reader are getting
trouble with this trend. They are not getting the actual content as in the headline, and hence wasting their time.
A machine learning model with DNN has been imposed to classify clickbaits and non-clickbaits. This performed
more better than the SVM and RF classifiers (Dam et al., 2021). The DNN model detects clickbaits with 96.4%
accuracy in Nepali news. DNN performed slightly better than them.

This research can be extended to develop and improve prediction model by considering morphotactic and prag-
matic analysis for Nepali language. A general way is to use parts-of speech tagging.
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